Abstract

Jacobi-like methods, though introduced in 1846, were not as popular as they were computationally expensive for sequential computing. With the advent of parallel computing, however, it has become feasible to efficiently implement such algorithms in parallel. In addition, the Jacobi method has been shown to compute very small eigenvalues with high accuracy compared to the conventional methods. In this research, we present a novel parallel implementation of Jacobi method for eigendecomposition of general complex matrices on the GPU. Our preliminary results show a significant improvement over those on the CPU, running up to 94 times faster for general dense complex matrices of moderate size.

Problem

Let \( A \) be an \( n \times n \) matrix general complex matrix whose eigenvalues are to be computed. Jacobi-like methods perform a series of similarity transformations

\[
A_{k+1} = M_k^{-1}A_kM_k, \quad K = 0, 1, 2, \ldots
\]

such that the matrix \( A \) reduces towards a triangular or diagonal matrix from which eigenvalues are easy to compute. The resulting matrix is similar to \( A \) and, thus, will have the same eigenvalues as \( A \). All transformation matrices are accumulated into a matrix \( E \) whose column contains the corresponding eigenvectors of \( A \).

In such way a total of \((n - 1) \cdot n/2\) shear and unitary transformations and \( n \) diagonal transformations are formed during each sweep.

Jacobi method proceeds by iteratively multiplying matrix \( A \) from the left and right by the transformation matrix.

If \( M \) is a transformation matrix with pivot \((p, q)\), \( M^{-1} \cdot A \) would update the \( p \)th and \( q \)th rows of matrix \( A \) and \( A \cdot M \) would update the \( p \)th and \( q \)th columns of \( A \).

Since the two matrix multiplications cannot occur in parallel, we launch a kernel to perform the first multiplication, wait for all processing units to finish updating the rows of \( A \) (host side synchronization) and then perform the second multiplication with another kernel.

Parallel Jacobi

- The Jacobi method for eigenvalues proposed by Shroff[1] is an iterative algorithm that repeatedly performs similarity transformations until the matrix becomes almost diagonal.
- Each transformation matrix \( M \) is identical to the identity matrix except for elements \( M_{pq}, M_{qp}, M_{ep} \) and \( M_{ep} \), where \((p, q)\) is called the pivot of transformation.
- Each transformation is one of the following three types:
  - Unitary transformation is used to annihilate the \((q, p)\) element of \( A \). It has the following structure in positions that differs from the identity matrix:
    \[
    \begin{pmatrix}
    \cos x & -e^{i\theta} \sin x \\
    -e^{-i\theta} \sin x & \cos x
    \end{pmatrix}
    \]
  - Shear transformation is used to reduce the departure of matrix \( A \) from normality. It has the following structure:
    \[
    \begin{pmatrix}
    \cosh y & i \sinh y \\
    -i e^{i\alpha} \sinh y & \cosh y
    \end{pmatrix}
    \]

The transformation parameters \( x, y, \theta, \alpha, \tau \) are chosen so that the transformation will annihilate certain elements of the matrix \( A \).

- At each iteration, a sweep is performed. At the end of a sweep, every pair \((p, q)\) \(1 \leq p < q \leq n\) has been covered by an unitary and shear transformation, and every row/column has been covered by a diagonal transformation.
- All transformation are accumulated into a matrix \( E \), whose columns will store eigenvectors of matrix \( A \).
- The algorithm is highly parallelizable as up to \( n/2 \) transformations can be performed at the same time as long as we ensure each \((p, q)\) pair is unique for each processing unit.
- In our GPU implementation, we used chess tournament algorithm for choosing parallel ordering of pairs. In such ordering, there are \( n - 1 \) matching sets such that each player gets matched against every other player exactly once [2].
- After one matching set is completed, the first player stands still and every other player moves one position in clockwise direction.

Discussion and Future Work

- The kernels which calculate transformation parameters for shear and diagonal transformation take up most of the computation time as the calculations involve summing up elements of all rows and columns of \( A \).
- Looking into ways to improve these kernels is area of future work. We plan to further investigate into ways of using reduction kernels to remove the current performance bottleneck.

Performance

The kernels which calculate transformation parameters for shear and diagonal transformation take up most of the computation time as the calculations involve summing up elements of all rows and columns of \( A \).

In such way a total of \((n - 1) \cdot n/2\) shear and unitary transformations and \( n \) diagonal transformations are formed during each sweep.

Jacobi method proceeds by iteratively multiplying matrix \( A \) from the left and right by the transformation matrix.

If \( M \) is a transformation matrix with pivot \((p, q)\), \( M^{-1} \cdot A \) would update the \( p \)th and \( q \)th rows of matrix \( A \) and \( A \cdot M \) would update the \( p \)th and \( q \)th columns of \( A \).

Since the two matrix multiplications cannot occur in parallel, we launch a kernel to perform the first multiplication, wait for all processing units to finish updating the rows of \( A \) (host side synchronization) and then perform the second multiplication with another kernel.

Specification: Intel® Xeon® E5-2620 CPU and NVIDIA® Tesla® K20c GPU with 64 GB main memory and SGB GPU memory. All floating point operations were performed with double precision.

As shown in figure above, GPU implementation code runs up to 94 times faster for general dense complex matrix of size 1024.

The average residual \( ||AP - PA||_2 \) for computed eigenvalues was \( 10^{-14} \) which indicates they are good approximations.

For well-conditioned matrices, our implementation computes eigenvalues and eigenvectors with low error.

As indicated in [1], the computed eigenvalues becomes less accurate as the matrix \( A \) becomes increasingly non-normal.
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