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Abstract 
While reducing execution time is still a major objective for high 
performance computing, future systems and applications will have 
additional power and resilience requirements that represent a 
multidimensional tuning challenge. In this poster we present 
MuMMI_R: analyzing and modeling power and time under 
different resilience strategies. We use FTI (Fault Tolerance 
Interface) library to conduct our experiments to evaluate how using 
FTI with checkpoints of different levels at different frequencies 
impacts the power consumptions at different node components 
(Node, CPU, Memory, Disk and Network) and energy 
consumptions of the MPI memory benchmark STREAM on three 
different architectures IBM BG/Q, Intel Haswell and AMD Kaveri. 
Our experimental results provide a better understanding the 
tradeoffs among runtime, power and resilience. 
 
1. Introduction 
 
Real-world scientific applications often rely on resilience 
techniques to successfully finish the long executions. While fault 
tolerance methods and power capping techniques continue to 
evolve, tradeoffs across execution time, power efficiency, and 
resilience strategies are not well understood. Existing fault 
tolerance studies mainly focus on the tradeoffs between execution 
time/overhead and resiliency, whereas most power management 
studies focus on the tradeoffs between execution time and power. 
Understanding the tradeoffs among these three factors (i.e., 
execution time, power, and resilience) is crucial due to the fact that 
future machines will be built under both reliability and power 
constraints.  
    Currently, FTI (Fault Tolerance Interface) library [1] is available 
to provide the means to perform fast and efficient application-level 
checkpointing, and it leverages local storage plus data replication 
and erasure codes to provide several levels of reliability and 
performance. In this work we use FTI to conduct our experiments 
to evaluate how using FTI with checkpoints of different levels at 
different frequencies impacts the power consumptions at different 
node components (Node, CPU, Memory, Disk and Network) and 
energy consumptions of the MPI memory benchmark STREAM 
(MPI version) [3] on three different architectures IBM BG/Q, Intel 
Haswell and AMD Kaveri.  
 
2. MuMMI_R Framework 
 
Figure 1 shows the MuMMI_R framework. For a MPI application 
executed on a power-aware system, we use MuMMI [2] to collect 
runtime, power (node, CPU and memory), and performance 

counter data under different resilience strategies, and automatically 
upload the data to the database. All performance counters are 
normalized using the total cycles of the execution to create 
performance event rates for each counter. Then, using Spearman 
correlation and principal component analysis (PCA), we identify 
the important performance counters for the four metrics - runtime, 
system power, CPU power, and memory power, and use non-
negative multivariate regression analysis to generate the four 
models based upon the set of important performance counters and 
CPU frequencies under different resilience strategies. Then we can 
identify which resilience strategy will result in the lowest energy 
consumption. 

 
Figure 1. MuMMI_R Framework 
 
 
2. Three Architectures 
 
We conduct our experiments on three different architectures: IBM 
BG/Q, Intel Haswell and AMD Kaveri shown in Table 1. Each 
BG/Q node has 16 CPU cores, shared L2 cache of 32MB and 
16GB memory; each Haswell node has 32 CPU cores, shared L3 
cache of 40MB and 128GB memory; each Kaveri node has 4 CPU 
cores and 8 GPU cores, shared L2 cache of 2MB and 16GB 
memory. In this work, we use only CPU cores for our study. We 
port MuMMI [2] to support the power measurements (Node power, 
CPU power, Memory power and Network power) using MonEQ 
[4] on BG/Q and the power measurements (Node power, CPU 
power, Memory power and Disk power) using PowerInsight [5] on 
Intel Haswell and AMD Kaveri systems, and use MuMMI to 
collect power and performance data on them. 
 
3. Using the Memory Benchmark STREAM  
 



Because of the memory issues we found in the previous sections, 
we use the memory benchmark STREAM (MPI version) [3] to 
address the power and energy impacts of FTI. For the benchmark, 
we set the number of runs for each kernel 5000, and adjust the 
STREAM_ARRAY_SIZE to 4 times the size of the last level 
cache (128M(Million) for BG/Q, 160M for Haswell and 8M for 
Kaveri).  
 
Table 1. On BG/Q 

 
 
    Table 1 shows the average power for 8 different checkpointing 
frequencies. Although we set the STREAM_ARRAY_SIZE to 
128M on BG/Q, we observe that, comparing with the power 
consumptions for the original code, the multilevel checkpointing 
causes not only the increase in time but also the power 
consumption increase in the node, CPU, Memory and Network. 
Although the default FTI checkpointing is ckp(3,5,7,11), from the 
table, we find that the checkpointing ckp(2,4,6,8) results in the 
lowest energy consumption among the different checkpointings 
although it does not have the smallest runtime and node power 
consumption.  
 
Table 2. On Haswell 

 
 
    Table 2 shows the average power for 8 different checkpointing 
frequencies. We observe that, comparing with the power 
consumptions for the original code, the multilevel checkpointing 
causes not only the increase in time but also the power 
consumption decrease in the node, CPU and Memory. It is 
interesting to see that the checkpointing results in less power 
consumptions in Node, CPU and Memory because of the frequent 
checkpointing interrupts. And high frequency checkpointing 
causes less memory power consumption. From the table, we find 
that the checkpointing ckp(2,4,6,8) results in the lowest energy 

consumption among the checkpointings although it has very high 
node power consumption.  
 
Table 3. On Kaveri 

 
 
    Table 3 shows the average power for 8 different checkpointing 
frequencies. We observe that, comparing with the power 
consumptions for the original code, the multilevel checkpointing 
causes the increase in time but the power consumption stays flat 
for the node, CPU, Memory and Disk. From the table, we find that 
the checkpointing ckp(2,4,6,8) results in the lowest energy 
consumption among the checkpointings because of the smallest 
runtime.  
 
4. Summary 
 
In this work, we extended the MuMMI to examine the tradeoffs 
among resilience, execution time, power and energy of STREAM 
benchmark on three different architectures. Our experimental 
results shows that the multilevel checkpointing FTI with frequency 
of 2 minutes at level 1 (L1), 4 minutes at level 2 (L2), 6 minutes at 
level 3 (L3) and 8 minutes at level 4 (L4) results in the lowest 
energy consumption across the three architectures. In the future, 
we will extend the MuMMI to model the tradeoffs between 
execution time, power, energy and resilience for various 
application-system configurations 
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