Abstract—A novel scalable pipeline for metagenome/ transcriptome is presented. Thanks to the underlying distributed computing platform, a significant roadblock in Next-Generation Sequencing (NGS) data analytics, associated with ever-growing and noisy data sets, can be effectively resolved. On top of the core feature for accessing and utilizing heterogeneous distributed computing resources including HPCs and Clouds (EC2, OpenStack-based, and IBM Bluemix), the distributed application runtime environment is built for efficient management of massive distributed workloads and data processing tasks by leveraging high-end HPC technologies as well as emerging Hadoop-based software models and DOCKER. Thus, the available repertoire of options providing flexible and scalable runtime scenarios constitutes capacities of the pipeline. As a result, the developed pipeline can handle any size of data sets and run the target analysis over distributed computing resources effectively. Last but not least, the scalable platform is capitalized with the introduction of the novel method for de novo genome sequence reconstruction dubbed as Multiple Assembly Multiple Parameter (MAMP). Preliminary results indicate potentials of MAMP.

I. BACKGROUNDS AND MOTIVATIONS

NGS technologies are now ubiquitously applied for not only basic biological discoveries but also a broad range of biomedical and translational research topics. In fact, the emergence of genomics medicine or BigData-scale public health challenges can not be comprehensible without these technologies. NGS is high-throughput sequencing methods generating intrinsically large data sets and are notoriously challenging in data analytics due to complicated artifacts with multiple sources of errors. This is becoming even worse as fast growing interests on population-size genomics as well as metagenomic studies for environmental samples. Therefore, addressing such fundamental aspects of roadblocks with NGS data analytics is increasingly becoming significant, but existing solutions are
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often ineffective because of the lack of an integrative approach that combines advances in algorithms, infrastructure, and computational models altogether. To overcome such challenges, we have been focusing on a distributed computing platform and in this work, with a use case for transcriptome/metagenome, we present a novel pipeline. The pipeline is built upon core ideas of the platform and thus other omics applications with NGS are expected to be beneficial with relatively low developmental efforts with reusable components and abstraction.

II. SUMMARY OF OUR CONTRIBUTIONS

The platform is composed of methodologies to access multiple heterogeneous distributed resources and, as a key component, the distributed application runtime environment (DARE)[1]. New features have been steadily added to DARE over the past years after identifying them as essential for various life science data analyses. [2–4]. The core feature for accessing and utilizing heterogeneous distributed computing resources including HPCs and Clouds is implemented by employing the pilot system, Radical Pilot, developed by Jha and coworkers. Empowered with the pilot system, DARE is in charge of providing efficient management of massive distributed workloads and data processing tasks. In this work, we report recent developmental efforts utilizing cloud systems such as Chameleon (OpenStack) and IBM Bluemix cloud, and HPC systems such as DELTA (IBM Power8-based cluster) and SuperMIC (Intel cluster), adding to Amazon EC2 previously reported[2]. Consequently, multiple local runtime environments for HPCs with schedulers such as PBS/SGE/TORQUE and LSF are seamlessly integrated into a pool of supported resource environments. Equally importantly, virtualization cloud environments such as Amazon EC2 and OpenStack are now fully supported. Finally, we added the alternative options based on DOCKER, altogether resulting in the comprehensive platform to manage distributed applications implemented with MPI and Hadoop. Overall, these new outcomes underscores the scalability of the platform (see Fig. 1).

While our platform is designed to be generic to support any NGS data analytics, we focus on the pipeline for transcriptome/metagenome. In brief, the pipeline allows an individual researcher to conduct essential tasks such as pre-processing of sequencing read data sets, de novo assembly, and post-processing. Unlike most of tools for the same pur-